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#### Abstract

We numerically investigate the interaction between two spherical particles in a nematic liquid crystal mediated by elastic distortions in the orientational order. We pay attention to the cases where two particles with equal radii $R_{0}$ impose rigid normal anchoring on their surfaces and carry a pointlike topological defect referred to as a hyperbolic hedgehog. To describe the geometry of our system, we use bispherical coordinates, which prove useful in the implementation of boundary conditions at the particle surfaces and at infinity. We adopt the Landau-de Gennes continuum theory in terms of a second-rank tensor order parameter $Q_{i j}$ for the description of the orientational order of a nematic liquid crystal. We also utilize an adaptive mesh refinement scheme that has proven to be an efficient way of dealing with topological defects whose core size is much smaller than the particle size. When the two "dipoles," composed of a particle and a hyperbolic hedgehog, are in parallel directions, the two-particle interaction potential is attractive for large interparticle distances $D$ and proportional to $D^{-3}$ as expected from the form of the dipole-dipole interaction, until the well-defined potential minimum at $D \simeq 2.46 R_{0}$ is reached. For the antiparallel configuration with no hedgehogs between the two particles, the interaction potential is repulsive and behaves as $D^{-2}$ for $D \leqq 10 R_{0}$, which is stronger than the dipole-dipole repulsion $\left(\sim D^{-3}\right)$ expected theoretically as an asymptotic behavior for large $D$.


DOI: 10.1103/PhysRevE.69.041706
PACS number(s): 61.30.Cz, 61.30.Jf, 82.70.Dd, 82.20.Wt

## I. INTRODUCTION

Colloidal dispersions [1] can be found and are extensively used in our daily life such as foods, paints, and drugs. They are therefore of technological importance and one of the important subjects of fundamental science as well. Colloidal particles are either flocculated or uniformly dispersed in a host fluid, depending on the interaction between particles or droplets. Since for practical use, the properties of colloidal dispersions crucially depend on the collective behavior of the suspended particles or dispersed droplets, it is quite important to understand the two-particle interactions in a colloidal dispersion. The already known colloidal interactions include van der Waals, electrostatic, depletion [1,2] and fluctuationinduced forces [3].

Recently, colloidal dispersions in anisotropic host fluids such as liquid crystals [4-17] have been attracting growing interest as a different class of composite materials compared to conventional colloids with isotropic hosts. One of the interesting and important features of such liquid crystal colloidal dispersions is that elastic distortions of the host liquid crystal can mediate a long-range interaction between particles immersed in it [18-39], which is different in the sense that such interactions are absent in usual colloidal dispersions with isotropic host fluids. The elastic distortions of the host liquid crystal arise from the anchoring of the mesogenic molecules on the surfaces of the dispersed particles or droplets, and the resulting interaction forces mediated by the liq-

[^0]uid crystal can be measured directly in experiments [18,19]. The long-range nature of the interaction is attributed to the fact that some of the elastic modes in liquid crystals are massless or of Goldstone type, and many analytical studies concerning the interaction between particles in a liquid crystal have been carried out so far [20-32]. In the case of a nematic liquid crystal, Lopatnikov and Namiot [20] pointed out the possibility of dipole-dipole particle interactions, i.e., the two-particle potential is anisotropic and proportional to $D^{-3}$ with $D$ being the interparticle distance. Later, Ramaswamy et al. [21] and Ruhwandl and Terentjev [22] found that the interaction between spherical particles with weak surface anchoring is quadrupolar with the potential being proportional to $D^{-5}$. Lubensky et al. [23] showed by a phenomenological argument that particles carrying a topological defect called a hyperbolic hedgehog $[5,6]$ act as a "dipole" and the long-range interaction between them is of the same form as found by Lopatnikov and Namiot [20] mentioned above. Lev and co-workers [24] stressed that the symmetry of the particle shape serves as a crucial factor determining the type of the long-range interaction. The effect of confinement and confinement-induced director distortions has also been investigated [25]. Other types of liquid crystal phases such as smectic [26-28], columnar [29], and cholesteric [30] phases or the surface-induced paranematic order above the isotropic-nematic phase transition [31-33] have also been considered as source for interactions induced by the host fluid.

There can be another type of two-particle interaction in a liquid crystal; a short-range repulsion due to the presence of topological defects situated between the particles. When the surface anchoring and the resultant elastic distortions in a
nematic liquid crystal are strong enough, the dispersed particles can carry topological defects in the surrounding director field such as a pointlike defect referred to as a hyperbolic hedgehog [5,6], a Saturn ring that encircles a particle as the name implies [9,40], and two surface defects called boojums [6]. Topological defects have been one of the important subjects of condensed matter physics [41-46] and liquid crystals have been known as one of the best systems where they can be observed [46-49]. Topological defects arising in liquid crystals in response to foreign inclusions provide an interesting problem on its own, and extensive theoretical [23,50-54] and numerical $[33,55-66]$ studies have been devoted to the understanding of the profiles of the liquid crystal orientation and the topological defects close to spherical or cylindrical inclusions. Poulin and co-workers [5-7,12] argued that the long-range attraction between particle-hedgehog dipoles $[23,24]$ and the above-mentioned short-range repulsion due to topological defects are responsible for the chainlike superstructure of the dispersed droplets with well-defined interparticle distances.

The elastic-distortion-mediated particle interactions bring about various types of superstructures, not only the linear chains $[5-7,12,15]$ as mentioned above but also anisotropic clusters $[4,8,9]$, periodic lattices [14,15], cellular structures [11], and the fingerprint textures that mimic those of cholesteric liquid crystals [16]. Therefore, a detailed investigation of the two-particle interactions in a liquid crystal is crucially important for the understanding of the mechanism underlying the formation of such superstructures. In spite of the wealth of analytical studies mentioned above that elucidate the properties of the particle interactions, the validity of the analytical arguments is somewhat limited because of the intrinsic difficulties in the treatment of the elasticity of liquid crystals, such as the nonlinear nature of the elastic energy or the presence of topological defects. Most of the previous analytical studies implicitly or explicitly assume either that the surface anchoring and the resultant elastic distortions in the host liquid crystal are weak enough to use a harmonic form of the elastic energy, or that the interparticle distance is much larger than the typical particle dimension. Therefore numerical calculations are inevitable for a detailed investigation of the two-particle interaction in a liquid crystal, in particular in the cases where the interparticle distance is small or where topological defects are present. There have been only a few numerical investigations for this subject. One of the first numerical studies was carried out by Stark and coworkers [33,34], who used a finite-element method together with a continuum description of the orientational order in terms of the director $\boldsymbol{n}$ to discuss the interaction between two spherical particles in a nematic droplet. Similar studies have also been performed by Patrício and co-workers $[35,36]$ and Grollau et al. [37], who focused on the interaction between circular inclusions in a two-dimensional smectic- $C$ [35] or nematic [36,37] liquid crystal. Very recently, moleculardynamics simulations were carried out to calculate the interaction between infinitely long parallel cylinders in a nematic liquid crystal and the results were compared with those using a continuum theory [38]. Guzmán argued in a recent paper [66] that between two particles carrying a Saturn ring, a third disclination ring appears at short separations, which gives rise to an effective binding of the particles.

The aim of the present paper is to investigate the interaction between two spherical particles in a uniformly aligned nematic liquid crystal numerically. To describe the geometry of the two-particle system, we employ bispherical coordinates $[39,67,68]$, while the previous numerical studies on the basis of continuum theory used triangular grids to construct the surfaces of the particles properly [33-36], or simple regular square grids without taking any special care of the curvature of the particle surfaces [37]. One of the great advantages of using bispherical coordinates is that the infinite region outside the two spheres can be mapped onto a finite rectangular region under a simple transformation. Furthermore, the bispherical coordinate system makes the treatment of the differential equations governing the elasticity of the liquid crystal and the boundary conditions both at the particle surfaces and at infinity much easier, more natural, and less computationally demanding compared to triangular or regular grids. Due to the presence of topological defects, whose core size is much smaller than the particle radii, a numerical investigation of liquid crystal colloidal dispersions becomes quite difficult. However, as has already been shown in our previous studies [39,59-63] and the work of Patrício and co-workers [35,36], the use of an adaptive mesh refinement scheme enables one to avoid those numerical difficulties. We employ the Landau-de Gennes theory of a nematic liquid crystal in terms of the second-rank tensor order parameter $Q_{i j}$ [39,48,59-63] that allows one to describe topological defects without introducing any singularities that are inevitable in the director description in terms of the unit vector $\boldsymbol{n}$. We focus on the case where two spherical particles are accompanied by hyperbolic hedgehogs; a situation which is similar to the experiments by Poulin and co-workers [5-7,12]. To the best of our knowledge, the only previous study giving quantitative results of the interaction between (three-dimensional) spherical particles is that of Stark et al. [33,34]. However, their boundary conditions are different from ours since they imposed radial rather than uniform orientation at the outer boundary. Other studies [35-38] deal with essentially twodimensional systems. Therefore we emphasize that this paper presents the three-dimensional numerical study of the interaction between spherical particles in a uniformly aligned nematic liquid crystal.

We describe our numerical system in Sec. II. In Sec. III A we present our results for the dipoles composed of a particle and a hyperbolic hedgehog in parallel directions, which is similar to the configuration found in the experiments of Poulin and co-workers $[5-7,12]$. In Sec. III B we deal with dipoles taking antiparallel directions with no hedgehogs between the particles. In the latter case the particles experience a repulsive interaction. We conclude this paper in Sec. IV.

## II. MODEL

## A. Order parameter, free energy, and the boundary conditions

For the description of the orientational order of a nematic liquid crystal, we use a second-rank traceless tensor $Q_{i j}$ as in our previous studies [39,59-63] instead of the director $\boldsymbol{n}$ that is a unit vector and that was employed in some of the previous numerical studies concerning nematic emulsions
[33-35,55,56,65]. We notice that by using the tensor order parameter $Q_{i j}$, we do not have to deal with the cores of topological defects as singularities in contrast to the director description. Moreover, the tensor order parameter is consistent with the mesoscopic symmetry of the nematic liquid crystal, the equivalence of the head and tail (or $\boldsymbol{n}$ and $\boldsymbol{-}$ ), and therefore can describe all of the topological defects appearing in a nematic liquid crystal, including those with halfinteger strength.

The free energy of the host nematic liquid crystal in terms of $Q_{i j}$ is written as

$$
\begin{align*}
F= & \int_{\Omega} d \boldsymbol{r}\left[\frac{1}{2} A \operatorname{Tr} Q^{2}-\frac{1}{3} B \operatorname{Tr} Q^{3}+\frac{1}{4} C\left(\operatorname{TrQ}^{2}\right)^{2}\right. \\
& \left.+\frac{1}{2} L_{1} \partial_{k} Q_{i j} \partial_{k} Q_{i j}\right] \tag{1}
\end{align*}
$$

where $\Omega$ is the volume occupied by the nematic liquid crystal, or the region outside the two particles. The first three terms represent the bulk energy in terms of the Landau-de Gennes expansion with $\operatorname{TrQ}^{2}=Q_{i j} Q_{j i}$ and $\operatorname{TrQ}^{3}=Q_{i j} Q_{j k} Q_{k i}$. The indices $i, j$, and $k$ denote the Cartesian coordinates $x, y$, and $z$ and summations over repeated indices are implied. The coefficient $C$ must be positive for $Q_{i j}$ to be finite and well defined. We also notice that when $A<0$ and $B>0$, a uniaxial orientational configuration $Q_{i j}$ $=Q\left[n_{i} n_{j}-(1 / 3) \delta_{i j}\right]$ minimizes the bulk energy, with $\boldsymbol{n}$ being a unit vector corresponding to the director and $Q>0$ being the scalar order parameter representing the strength of the orientational order. The last term of Eq. (1) is the elastic energy with $L_{1}$ being the elastic constant. We adopt the simplified one-constant form of the elastic energy, i.e., another term allowed from symmetry, $L_{2} \partial_{i} Q_{i j} \partial_{k} Q_{k j}$, is not taken into account.

Since there are many material parameters, it is convenient in the following discussion to rescale the order parameter as $Q_{i j}=s \bar{Q}_{i j}$ with $s=2 \sqrt{6} B / 9 C$. The free energy (1) then reads, in terms of $\bar{Q}_{i j}$,

$$
\begin{align*}
\frac{F}{C s^{4}}= & \int_{\Omega} d \boldsymbol{r}\left[\frac{1}{2} \tau \operatorname{Tr} \overline{\mathrm{Q}}^{2}-\frac{\sqrt{6}}{4} \operatorname{Tr} \overline{\mathrm{Q}}^{3}+\frac{1}{4}\left(\mathrm{Tr} \overline{\mathrm{Q}}^{2}\right)^{2}\right. \\
& \left.+\frac{1}{2} \xi_{R}^{2} \partial_{k} \bar{Q}_{i j} \partial_{k} \bar{Q}_{i j}\right] \tag{2}
\end{align*}
$$

where $\tau \equiv A / C s^{2}=27 A C / 8 B^{2}$ is the reduced temperature, and we define the nematic coherence length as $\xi_{R}$ $\equiv \sqrt{L_{1} / C s^{2}}=\sqrt{27 L_{1} C / 8 B^{2}}$. We notice that the first-order nematic-isotropic transition occurs at $\tau=1 / 8$ and an isotropic phase becomes unstable when $\tau<0$. In what follows we omit the overbar of $\bar{Q}_{i j}$ unless confusions occur. In the simulations presented below, we are only interested in the nematic phase and set $\tau=(3 \sqrt{6}-8) / 12<0$, where $Q_{i j}=Q_{\text {bulk }}\left[n_{i} n_{j}-(1 / 3) \delta_{i j}\right]$ with $Q_{\text {bulk }}=1$ minimizes the bulk energy.

We impose rigid homeotropic anchoring at the surfaces of two particles and fix the order parameter as $Q_{i j}=Q_{s}\left[\nu_{i} \nu_{j}\right.$ $\left.-(1 / 3) \delta_{i j}\right]$, where $\boldsymbol{\nu}$ is a unit vector normal to the particle


FIG. 1. Illustration of a typical mesh in real space generated by an equally spaced mesh in the $(\zeta, \mu)$ space.
surfaces and $Q_{\mathrm{s}}$ is the scalar order parameter at the surfaces, which we will set equal to $Q_{\text {bulk }}=1$. We notice that since the order parameter at the surfaces is fixed, the particle surfaces do not contribute to the free energy of the system; therefore Eq. (2) constitutes the total free energy of the system.

At infinity, we assume uniform alignment along the $z$ axis and set $Q_{i j}=Q_{\text {bulk }}\left[e_{i}^{z} e_{j}^{z}-(1 / 3) \delta_{i j}\right]=Q_{\text {bulk }}\left[\delta_{i z} \delta_{j z}-(1 / 3) \delta_{i j}\right]$, where $e^{z}$ is a unit vector along the $z$ direction. This setup corresponds to placing particles with rigid homeotropic surface anchoring in a uniformly aligned nematic liquid crystal.

## B. Description of the geometry and the numerical grid

We consider the case where two spherical particles with equal radii $R_{0}$ are placed in an infinite nematic medium and where the centers of the particles lie on the $z$ axis. We denote the distance between the centers of the particles by $D\left(>2 R_{0}\right)$ and the centers of the two particles are located at $z= \pm D / 2$. For the description of the geometry of two nonintersecting particles, bispherical coordinates have proven quite useful and practical $[39,67,68]$. The relation between the usual cylindrical coordinates $(\rho, z, \phi)$ and the bispherical coordinates $(\zeta, \mu, \varphi)$ is written as

$$
\begin{equation*}
\rho=\frac{a \sin \mu}{\cosh \zeta-\cos \mu}, \quad z=\frac{a \sinh \zeta}{\cosh \zeta-\cos \mu}, \quad \phi=\varphi \tag{3}
\end{equation*}
$$

where $a=\sqrt{(D / 2)^{2}-R_{0}^{2}}$ in our setup. The surfaces of two spheres are simply represented by $\zeta= \pm \zeta_{0}$ with $\zeta_{0}$ $=\cosh ^{-1}\left(D / 2 R_{0}\right)$. The region outside the spheres is mapped onto a rectangle in the $(\zeta, \mu)$ space given by $-\zeta_{0}<\zeta<\zeta_{0}$ and $0 \leqslant \mu \leqslant \pi$, where $\zeta=\mu=0$ corresponds to infinity. The $z$ axis is represented by $\mu=0$ or $\pi$ and the plane $\zeta=0$ in $(\zeta, \mu)$ space corresponds to $z=0$ in real space. The geometry of a typical mesh generated by an equally spaced mesh in the $(\zeta, \mu)$ space is illustrated in Fig. 1. Note that although we deal with simple cases of spherical particles with equal radii, one can treat more general geometries such as two spheres with unequal radii, one sphere and a planar wall, or one sphere inside a larger sphere by appropriately choosing the upper and lower bounds of $\zeta$.

The grids with equal spacings in the $\mu$ direction give unequal spacing on the particle surfaces in the real $(\rho, z)$ space as can be seen in Fig. 1. Therefore, following Ref. [68], we introduce an additional variable $\theta$ as a function of $\mu$ which


FIG. 2. The numerical grids in the real space in the case of Fig. 3(b) below.
serves as the local polar angle on the right-hand-side sphere and satisfies

$$
\begin{equation*}
\rho=R_{0} \sin \theta, \quad z=\frac{1}{2} D+R_{0} \cos \theta \tag{4}
\end{equation*}
$$

at the surface of the right-hand-side sphere. From Eqs. (3) and (4), the relation between $\mu$ and $\theta$ is straightforward:

$$
\begin{gather*}
\theta=\sin ^{-1}\left(\frac{a \sin \mu}{R_{0}\left(\cosh \zeta_{0}-\cos \mu\right)}\right), \\
\mu=\cos ^{-1}\left(\cosh \zeta_{0}-\frac{a \sinh \zeta_{0}}{\frac{1}{2} D+R_{0} \cos \theta}\right) . \tag{5}
\end{gather*}
$$

In our calculations, we first prepare a rectangular mesh composed of $65 \times 65$ grid points with equal grid spacings in the $(\zeta, \theta)$ space. Since as noted in the Introduction we are interested in the situations where topological defects are present, the numerical resolution of the mesh prepared as above may not be sufficiently high for the description of the topological defect cores. Therefore, as in our previous studies [39,59-63] we employ an adaptive mesh refinement scheme, where in the course of the relaxation of the order parameter described below, finer grids are generated by bisections in the $(\zeta, \theta)$ space around the topological defect cores with strong spatial variation of the order parameter $Q_{i j}$. In Fig. 2, we show one of the typical numerical meshes in our calculations corresponding to Fig. 3(b) below. The grids are equally spaced at the particle surfaces and finer grids are generated around the cores of the topological defects.

For simplicity, we assume rotational symmetry about the $z$ axis, which renders our numerical problem an effectively two-dimensional one. Since the $z$ direction is parallel to the orientation of the nematic liquid crystal at infinity, as prescribed in Sec. II A, this assumption leads to the situations where two particles are located along the orientation of the nematic at infinity. The treatment of the order parameter is the same as that in our previous study [60,63], where the order parameter at a certain azimuthal angle $\phi$ is expressed by $Q_{i j}(\rho, z, \phi)=T_{i k}(\phi) T_{j l}(\phi) Q_{k l}(\rho, z, \phi=0)$, with $T_{i k}(\phi)$ being the operator of rotation by an angle $\phi$ whose explicit form is given in Ref. [63]. The properties of the order parameter on the symmetry axis are also essentially the same as those in Ref. [63]; $Q_{i j}=0$ when $i \neq j$ and $Q_{x x}=Q_{y y}$. Due to $\operatorname{TrQ}=0, Q_{z z}$ is the only independent component of the order parameter on the symmetry axis.
(a)

(b)

(c)


FIG. 3. The orientation profiles of a nematic liquid crystal shown by gray-scale plots of $Q_{z z}^{2}$ for (a) $D=5.0 R_{0}$, (b) $D=3.0 R_{0}$, and (c) $D=2.3 R_{0}$ in the "parallel-dipole" configurations. The $z$ axis is along the horizontal direction and in the black regions, the nematic liquid crystal aligns along the $z$ axis, while $Q_{z z}=0$ in the white region.

## C. Evaluation of the free energy

From Eq. (3), it can be shown that the Jacobian $\partial(x, y, z) / \partial(\zeta, \mu, \phi)$ is equal to $a^{3} \sin \mu /(\cosh \zeta-\cos \mu)^{3}$. Moreover, keeping in mind the choice $\tau=(3 \sqrt{6}-8) / 12$ in Sec. II A and $Q_{i j}=Q_{\text {bulk }}\left[n_{i} n_{j}-(1 / 3) \delta_{i j}\right]$ with $Q_{\text {bulk }}=1$ minimizing the bulk energy, we find that the free energy density of a uniform undistorted nematic liquid crystal is -(4 $-\sqrt{6}) / 36$. Therefore from Eq. (2) the (dimensionless) free energy of a nematic liquid crystal due to the elastic distortion by the particles reads

$$
\begin{align*}
\bar{F}= & \frac{F}{C s^{4} R_{0}^{3}} \\
= & 2 \pi \int_{-\zeta_{0}}^{\zeta_{0}} d \zeta \int_{0}^{\pi} d \mu\left(\frac{a}{R_{0}}\right)^{3} \frac{\sin \mu}{(\cosh \zeta-\cos \mu)^{3}}\left[\frac{1}{2} \tau \operatorname{TrQ}{ }^{2}\right. \\
& \left.-\frac{\sqrt{6}}{4} \operatorname{TrQ}{ }^{3}+\frac{1}{4} \operatorname{TrQ} 4+\frac{4-\sqrt{6}}{36}+\frac{1}{2} \bar{\xi}_{R}^{2} \bar{\partial}_{k} Q_{i j} \bar{\partial}_{k} Q_{i j}\right], \tag{6}
\end{align*}
$$

where the factor $2 \pi$ is due to the rotational symmetry about
the $z$ axis. We have also defined the reduced nematic coherence length $\bar{\xi}_{R}=\xi_{R} / R_{0}$ and the spatial derivative $\bar{\partial}_{k}=R_{0} \partial_{k}$. We evaluate the discretized version of Eq. (6) using the trapezoidal rule [69] generalized to the two-dimensional $(\zeta, \mu)$ space as in our previous study [63]. For the evaluation of the first-order derivatives $\partial_{k} Q_{i j}$, see the Appendix.

## D. Relaxation of the order parameter

To obtain the equilibrium profiles of the orientational order parameter $Q_{i j}$ for a given interparticle distance $D$, we first prepare an initial configuration and let it relax via a simple equation of motion for $Q_{i j}$ :

$$
\begin{align*}
\frac{\partial}{\partial t} Q_{i j}(\mathbf{r})= & -\Gamma\left(\frac{\delta F}{\delta Q_{i j}(r)}+\lambda \delta_{i j}\right) \\
= & -\Gamma\left(\tau Q_{i j}-\frac{3 \sqrt{6}}{4} Q_{i k} Q_{k j}+\operatorname{Tr}^{2} Q_{i j}\right. \\
& \left.-\xi_{R}^{2} \nabla^{2} Q_{i j}+\lambda \delta_{i j}\right), \tag{7}
\end{align*}
$$

which is referred to as model $A$ in the notation of Hohenberg and Halperin [70]. Here $\Gamma$ is a kinetic coefficient inversely proportional to the rotational viscosity and $\lambda$ is a Lagrange multiplier ensuring $\operatorname{Tr} Q=0$. In the bispherical coordinates, the Laplacian $\nabla^{2}$ is given by

$$
\begin{align*}
\nabla^{2}= & \frac{(\cosh \zeta-\cos \mu)}{a^{2}}\left\{( \operatorname { c o s h } \zeta - \operatorname { c o s } \mu ) \left[\frac{\partial^{2}}{\partial \zeta^{2}}+\frac{\partial^{2}}{\partial \mu^{2}}\right.\right. \\
& \left.\left.+\frac{1}{\sin ^{2} \mu} \frac{\partial^{2}}{\partial \phi^{2}}\right]-\sinh \zeta \frac{\partial}{\partial \zeta}-\frac{(1-\cosh \zeta \cos \mu)}{\sin \mu} \frac{\partial}{\partial \mu}\right\} . \tag{8}
\end{align*}
$$

The numerical evaluation of the first and second-order derivatives appearing in Eq. (8) is carried out using the same technique as in our previous study, whose detail is presented in Ref. [63].

On the axis of rotational symmetry ( $z$ axis, $\sin \mu=0$ ), the only independent component of $\nabla^{2} Q_{i j}$ is $\nabla^{2} Q_{z z}$, because $\nabla^{2} Q_{x x}=\nabla^{2} Q_{y y}=-(1 / 2) \nabla^{2} Q_{z z}$ and $\nabla^{2} Q_{i j}=0$ for $i \neq j$ [63]. For the calculation of $\nabla^{2} Q_{z z}$, the argument presented in Ref. [68] can be directly used and we obtain

$$
\begin{align*}
\left.\nabla^{2} Q_{z z}\right|_{z \text {-axis }}= & \frac{(\cosh \zeta-\cos \mu)}{a^{2}}\left\{( \operatorname { c o s h } \zeta - \operatorname { c o s } \mu ) \left[\frac{\partial^{2}}{\partial \zeta^{2}}\right.\right. \\
& \left.\left.+2 \frac{\partial^{2}}{\partial \mu^{2}}\right]-\sinh \zeta \frac{\partial}{\partial \zeta}\right\} Q_{z z} . \tag{9}
\end{align*}
$$

As the initial condition, we set the order parameter at the point $\boldsymbol{r}$ to $Q_{i j}(\boldsymbol{r})=Q_{\text {bulk }}\left[n_{i}(\boldsymbol{r}) n_{j}(\boldsymbol{r})-(1 / 3) \delta_{i j}\right]$ with $Q_{\text {bulk }}=1$ in the bulk and $Q_{i j}(\boldsymbol{r})=0$ close to the initial position of the topological defect cores. We follow the spirit of Ref. [23] and choose the director $n(\boldsymbol{r})$ as $\boldsymbol{n}(\boldsymbol{r}) \cdot \boldsymbol{e}^{z}=\cos \Theta(\boldsymbol{r}), \boldsymbol{n}(\boldsymbol{r}) \cdot \boldsymbol{e}^{\rho}$ $=\sin \Theta(\boldsymbol{r})$ and $\boldsymbol{n}(\boldsymbol{r}) \cdot \boldsymbol{e}^{\phi}=0$, where $\boldsymbol{e}^{z}, \boldsymbol{e}^{\rho}$, and $\boldsymbol{e}^{\phi}$ are the unit vectors in the cylindrical coordinates and

$$
\begin{align*}
\Theta(r)= & \sum_{i=1,2}\left(2 \tan ^{-1} \frac{\rho}{z-z_{\mathrm{S} i}}-\frac{1}{2}\left[\tan ^{-1} \frac{\rho-\left(R_{0}^{2} / r_{\mathrm{d} i}\right) \sin \theta_{\mathrm{d} i}}{z-\left[z_{\mathrm{s} i}+\left(R_{0}^{2} / r_{\mathrm{d} i}\right) \cos \theta_{\mathrm{d} i}\right]}+\tan ^{-1} \frac{\rho+\left(R_{0}^{2} / r_{\mathrm{d} i}\right) \sin \theta_{\mathrm{d} i}}{z-\left[z_{s i}+\left(R_{0}^{2} / r_{\mathrm{d} i}\right) \cos \theta_{\mathrm{d} i}\right.}+\tan ^{-1} \frac{\rho-r_{\mathrm{di}} \sin \theta_{\mathrm{d} i}}{z-\left(z_{\mathrm{S} i}+r_{\mathrm{di}} \cos \theta_{\mathrm{d} i}\right)}\right.\right. \\
& \left.+\tan ^{-1} \frac{\rho+r_{\mathrm{d} i} \sin \theta_{\mathrm{d} i}}{z-\left(z_{\mathrm{s} i}+r_{\mathrm{di}} \cos \theta_{\mathrm{d} i}\right.}\right]+e^{-k l r_{i}^{3}}\left(\left(\frac{r_{\mathrm{d} i}}{R_{0}}+\frac{R_{0}}{r_{\mathrm{d} i}}\right)\left[\frac{R_{0}}{r_{i}}-\left(\frac{R_{0}}{r_{i}}\right)^{2}\right] \frac{\rho}{r_{i}} \cos \theta_{\mathrm{d} i}+\left[\left(\frac{r_{\mathrm{d} i}}{R_{0}}\right)^{2}+\left(\frac{R_{0}}{r_{\mathrm{d} i}}\right)^{2}\right]\right. \\
& \times\left[\left(\frac{R_{0}}{r_{i}}\right)^{2}-\left(\frac{R_{0}}{r_{i}}\right)^{3}\right] \frac{\rho\left(z-z_{\mathrm{s} i}\right)}{r_{i}^{2}}\left(2 \cos ^{2} \theta_{\mathrm{di} i}-1\right)+\frac{1}{3}\left[\left(\frac{r_{\mathrm{d} i}}{R_{0}}\right)^{3}+\left(\frac{R_{0}}{r_{\mathrm{d} i}}\right)^{3}\right]\left[\left(\frac{R_{0}}{r_{i}}\right)^{3}-\left(\frac{R_{0}}{r_{i}}\right)^{4}\right] \frac{\rho}{r_{i}}\left[4\left(\frac{z-z_{\mathrm{s} i}}{r_{i}}\right)^{2}-1\right] \\
& \left.\left.\times \cos \theta_{\mathrm{d} i}\left(4 \cos ^{2} \theta_{\mathrm{d} i}-3\right)\right\}\right) . \tag{10}
\end{align*}
$$

Equation (10) is just the superposition of the "ansatz" configurations of the disclination rings given in Eq. (33) of Ref. [23]. $z_{\mathrm{S}_{i}}=(-1)^{i+1} D / 2$ is the $z$ coordinate of the center of the $i$ th spherical particle with $i=1$ or 2 , and $r_{i}=\sqrt{\rho^{2}+\left(z-z_{\mathrm{S} i}\right)^{2}}$ is the distance of the point $r$ from the center of the $i$ th particle. $r_{\mathrm{d} i}$ and $\theta_{\mathrm{d} i}$ with $i=1,2$ specify the position of the two disclination rings and the position of their cores is $z$ $=z_{\mathrm{S} i}+r_{\mathrm{d} i} \cos \theta_{\mathrm{d} i}, \rho=r_{\mathrm{d} i} \sin \theta_{\mathrm{d} i}$. We set the variational parameter $k$ to 0.32 as in Ref. [23]. We notice that $\theta_{\mathrm{d} i}=0$ or $\pi$ corresponds to considering a hyperbolic hedgehog point defect and $\theta_{\mathrm{d} i}=\pi / 2$ a Saturn ring. However, in our previ-
ous studies $[60,71]$ we found that a hyperbolic hedgehog defect takes a structure of a small ring rather than a point. Therefore, keeping this finding in mind, we choose $\theta_{\mathrm{d} i}$ $=(1 / 90) \pi$ or $(1-1 / 90) \pi$ depending on the configurations we want to investigate (notice that in this paper we do not consider a Saturn ring). In most of our numerical calculations we set $r_{\mathrm{d} i}=1.22$ for $i=1,2$. When $D \leqslant 2.44$ and one of the hedgehog defects is located between the two particles, we use $r_{\mathrm{d} i}=D / 2$ for that defect. Finally it should be noted that although Eq. (10) successfully reproduces the asymptotic behavior of the director at infinity [23], it does


FIG. 4. The dimensionless free energy of a nematic liquid crys$\operatorname{tal} \bar{F}$ as a function of the distance $D$ between the centers of the particles in the case of the "parallel-dipole" configuration. The inset is a magnified plot around $D / R_{0}=2.45$.
not satisfy the boundary conditions at the particle surfaces (rigid normal anchoring). This mismatch is reconciled by the relaxation equation (7).

## III. RESULTS AND DISCUSSIONS

We first notice that in all the following simulations the dimensionless nematic coherence length is set to $\bar{\xi}_{R}=5$ $\times 10^{-3}$. We have checked the stability of a hedgehog configuration in the case of one particle using the same simulation scheme as in our previous study $[60,63]$ and found that for $\bar{\xi}_{R}=5 \times 10^{-3}$ the hedgehog configuration is indeed stable (at least metastable). Using the parameters in Ref. [72], $B$ $\simeq 360 \mathrm{~kJ} \mathrm{~m}^{-3}, C \simeq 300 \mathrm{~kJ} \mathrm{~m}^{-3}$, and $L_{1} / C \simeq 10^{4} \AA^{2}$, we have $\xi_{R} \simeq 15 \mathrm{~nm}$ and the choice $\bar{\xi}_{R}=5 \times 10^{-3}$ corresponds to taking $R_{0} \simeq 3 \mu \mathrm{~m}$.

## A. Parallel dipoles

In Fig. 3 we show several typical orientation profiles for different interparticle distances $D$, where the particles carry a hyperbolic hedgehog defect and the orientation of the two dipoles composed of a particle and a hedgehog is parallel. This configuration is similar to a part of the experimentally observed chain-like structures in a uniformly aligned nematic liquid crystal $[5-7,12]$. In the initial condition presented in Eq. (10), we choose $\theta_{\mathrm{d} i}=(1-1 / 90) \pi$. For large $D$ [Fig. 3(a)], the configurations of a nematic liquid crystal around each particle are almost independent and uncorrelated; they are those around an isolated particle, while for smaller $D$ [Figs. 3(b) and 3(c)], deviations of the orientation profiles from those of two isolated particles are clearly found. Moreover, in Fig. 3(c) with $D=2.3 R_{0}$ we also observe that the hedgehog situated between the particles opens up to form a larger ring (we notice again that the hedgehog defect originally takes the form of a small ring [60,71]). This behavior may be observed in an experiment using two optical tweezers and may provide evidence that the hedgehog indeed possesses the structure of a ring and not a point.

We plot in Fig. 4 the dimensionless free energy of the


FIG. 5. Log-log plot of the dimensionless force $\bar{f}$ as a function of $D$ in the case of the "parallel-dipole" configuration. The dashed line corresponds to $0.0150\left(D / R_{0}\right)^{-4}$. Only the data for the attractive force $(-\bar{f}>0)$ are shown.
liquid crystal $\bar{F}$ defined in Eq. (6) as a function of the interparticle distance $D$. We notice that this free energy is the sum of the self-energies of two particles (energy of an isolated particle) and the interaction energy arising from the elastic distortion of the liquid crystal. The dashed line is 0.00361 $-0.00486\left(D / R_{0}\right)^{-3}$, which indicates that when the interparticle distance is large enough, the interaction is attractive and its potential energy is proportional to $-D^{-3}$. This corresponds to the long-range dipole-dipole interaction discussed theoretically $[23,24]$. We also show in Fig. 5 the log-log plot of the dimensionless force acting on one particle $\bar{f}$ $=-R_{0}(d \bar{F} / d D)$ as a function of $D$ [73]. When $-\bar{f}>0$ the force is attractive and we show in Fig. 5 only data for attractive forces. The dashed line in Fig. 5 corresponds to $0.0150\left(D / R_{0}\right)^{-4}$. Therefore Fig. 5 demonstrates that the longrange attractive force is proportional to $D^{-4}$, consistent with the above argument that the interaction potential is proportional to $D^{-3}$. We also notice that this $D^{-4}$ dependence of the long-range interaction force was observed experimentally [18].

When $D$ is small, the interaction becomes repulsive and the potential minimum is found at $D \simeq 2.46 R_{0}$. This shortrange repulsion arises from the presence of the hyperbolic hedgehog defect situated between the particles and its deformation to a larger ring. The balance between the long-range dipole-dipole attraction and the short-range repulsion due to the topological defect results in the potential minimum mentioned above. This type of interaction potential is the reason for the chainlike superstructures made up of particles with well-defined interparticle distances observed experimentally [5-7,12].

## B. Antiparallel dipoles

In this section we discuss the configuration where the two dipoles take antiparallel directions. We do not consider the situation where two hedgehogs lie between the two particles, because it is experimentally observed [19] that such a configuration is quite unstable and one of the particles escapes


FIG. 6. The orientation profiles of a nematic liquid crystal shown by gray-scale plots of $Q_{z z}^{2}$ for (a) $D=5.0 R_{0}$, (b) $D=3.0 R_{0}$, and (c) $D=2.3 R_{0}$ in the "antiparallel-dipole" configurations.
from the line along the orientation of the nematic liquid crystal at infinity, just as it is very difficult to let two bar magnets with antiparallel directions approach each other on one line. As noted in Sec. II B, in our setup the particles must lie on the $z$ axis. Therefore, we only deal with the case where no topological defects lie between the particles. In Fig. 6 we show several typical orientation profiles for different interparticle distances $D$. As in the previous case for parallel dipoles, when the particle distance is large enough, the orientation profiles around each particle are almost the same as that around an isolated particle [Fig. 6(a)]. The distortions of the orientation profiles are not strong but observable in the case of smaller interparticle distances [Figs. 6(b) and 6(c)].

From the theoretical arguments in Refs. [23,24], it is expected that the two-particle interaction for antiparallel dipoles is repulsive and that its potential energy is proportional to $D^{-3}$. We plot in Fig. 7 the (dimensionless) free energy of the liquid crystal $\bar{F}$ as a function of the interparticle distance $D$. From Fig. 7 we find that the interaction is indeed repulsive, but the dashed line of Fig. 7 is given by 0.00355 $+0.00151\left(D / R_{0}\right)^{-2}$. Trials of the fitting of the numerical results by a function $a+b\left(D / R_{0}\right)^{-n}$ with $a$ and $b$ being fitting parameters and $n$ being an integer other than 2 were not successful [when $n$ is not restricted to an integer, the numerical data are best fitted by $0.00355+0.00179\left(D / R_{0}\right)^{-2.17}$. We


FIG. 7. The dimensionless free energy of a nematic liquid crys$\operatorname{tal} \bar{F}$ as a function of the distance $D$ between the centers of the particles in the case of the "antiparallel-dipole" configuration.
also plot in Fig. 8 the dimensionless force $\bar{f}$ as a function of $D$. In this case $\bar{f}>0$, which implies that the force is repulsive. Although numerical errors are present, the data points fall well onto the dashed line, $0.00345\left(D / R_{0}\right)^{-3} \propto D^{-3}$, which also supports the above finding that the interaction potential is proportional to $D^{-2}$.

To our knowledge, such a repulsive interaction whose potential is proportional to $D^{-2}$ has never been found in any previous analytic and numerical studies concerning the interaction between particles in a liquid crystal. As was emphasized in the Introduction, almost all of the previous analytic studies implicitly assume that the interparticle distance is much larger than the dimension of the particles, therefore our present result may reveal the limitation of the validity of the analytic studies in the case of medium interparticle distances. Although a clear theoretical interpretation of our results is not available so far, the particles can be regarded as radial hedgehogs, and the bare repulsion between those two radial hedgehogs may render the interaction in the present case stronger than the dipole-dipole one.

We notice that the present case with antiparallel dipoles has never been discussed in any previous numerical or experimental studies, so the comparison between our results


FIG. 8. Log-log plot of the dimensionless force $\bar{f}$ as a function of $D$ in the case of the "antiparallel-dipole" configuration. The dashed line corresponds to $0.00345\left(D / R_{0}\right)^{-3}$.
and previous numerical or experimental ones cannot be done. Therefore we hope that our results will promote further experiments concerning the interaction between particles in a nematic liquid crystal. Finally, note that the antiparalleldipole configuration possesses a mirror symmetry about the $z=0$ plane that lies between the particles. We therefore conclude that the interaction of a particle, carrying a hyperbolic hedgehog, and a planar wall, imposing strong homeotropic anchoring, should show the same behavior as our results.

## IV. CONCLUSION

We numerically investigated the interaction mediated by the elastic distortions of a nematic liquid crystal between two spherical particles imposing a rigid homeotropic anchoring and carrying a hyperbolic hedgehog defect in a uniformly aligned nematic. We employed the Landau-de Gennes continuum theory where the orientational order of a nematic liquid crystal is described in terms of a second-rank tensor order parameter $Q_{i j}$ and the topological defects can be treated without introducing any singularities. In contrast to similar numerical studies in which triangular grids or regular square grids were used, we utilized bispherical coordinates for the description of the geometry of the system containing two spherical particles. They enabled us to naturally implement the boundary conditions at the particle surfaces and at infinity.

We found that when the dipoles composed of a particle and a hyperbolic hedgehog defect align in parallel directions, the interaction potential is attractive for large particle separations $D$ and behaves as $D^{-3}$ until it reaches its minimum at $D \simeq 2.46 R_{0}$ ( $R_{0}$ is the particle radius). The long-range attraction is of dipolar type and consistent with previous experimental results and those of analytical studies. The potential minimum arises from the short-range repulsion that is attributed to the presence of a hyperbolic hedgehog defect and its elastic distortion to a larger ring. The balance between the
long-range attraction and the short-range repulsion is the reason for the experimentally observed chainlike superstructure of particles with well-defined interparticle distances in a uniformly aligned nematic liquid crystal.

We also investigated the case where the two dipoles take the antiparallel configuration with no hedgehog defects situated between the two particles. The particles experience a repulsive interaction and the dependence of its potential on the interparticle distance is $D^{-2}$, in contrast to the "parallel dipoles" mentioned above or theoretical expectations whose potential is proportional to $D^{-3}$. This result may show that the validity of analytic arguments is somewhat limited because they assume that the interparticle distance is much larger than the dimension of the particle. A clear theoretical argument that explains the $D^{-2}$ dependence is not available so far. However, the stronger dependence on $D$ may be attributed to the bare interaction between two particles that behave as radial hedgehogs. We finally notice that there have been almost no experimental studies that focused on the repulsive interaction between particles in a nematic liquid crystal. We therefore hope that our present results will encourage further experimental as well as numerical studies concerning the elastic-distortion-mediated interactions in a liquid crystal.
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## APPENDIX: FIRST-ORDER DERIVATIVES

In this appendix we show how to calculate first-order derivatives necessary for the evaluation of the free energy (6). From Eq. (3) the calculation of the Jacobi matrix is straightforward and noticing that $x=\rho \cos \phi$ and $y=\rho \sin \phi$, we have

$$
\left(\begin{array}{c}
\frac{\partial}{\partial x}  \tag{A1}\\
\frac{\partial}{\partial y} \\
\frac{\partial}{\partial z}
\end{array}\right)=\left(\begin{array}{ccc}
-\frac{1}{a} \sinh \zeta \sin \mu \cos \phi & \frac{1}{a}(\cosh \zeta \cos \mu-1) \cos \phi & -\frac{1}{\rho} \sin \phi \\
-\frac{1}{a} \sinh \zeta \sin \mu \sin \phi & \frac{1}{a}(\cosh \zeta \cos \mu-1) \sin \phi & \frac{1}{\rho} \cos \phi \\
\frac{1}{a}(1-\cosh \zeta \cos \mu) & -\frac{1}{a} \sinh \zeta \sin \mu & 0
\end{array}\right)\left(\begin{array}{c}
\frac{\partial}{\partial \zeta} \\
\frac{\partial}{\partial \mu} \\
\frac{\partial}{\partial \phi}
\end{array}\right)
$$

At the axis of rotational symmetry (the $z$ axis), care must be taken in the use of Eq. (A1) because $\rho=0$ there. There is no problem in the treatment of $\partial / \partial z$ and $\sin \mu=0$ straightforwardly yields $\quad \partial Q_{i j} / \partial z=(1 / a)(1-\cosh \zeta \cos \mu)(\partial / \partial \zeta)$
( $\cos \mu=1$ or -1 ). It can also be shown [63] that when rotational symmetry is assumed, $\partial Q_{i j} / \partial x=\partial Q_{i j} / \partial y=0$ for $i j$ $=x x, y y, z z$, and $x y$ at the symmetry axis. As for $Q_{x z}$ (the same argument holds for $Q_{y z}$ ), we notice that it is regular
around the $z$ axis and therefore can be expanded in terms of $\rho$ as $Q_{x z}=Q_{x z}^{(0)}(z, \phi)+\rho Q_{x z}^{(1)}(z, \phi)+\frac{1}{2} \rho^{2} Q_{x z}^{(2)}(z, \phi)+\cdots$, where we assume the regularity of $Q_{x z}^{(i)} \equiv \partial^{i} Q_{x z} / \partial \rho^{i}$. Since $Q_{x z}$ should be independent of $\phi$ at the $z$ axis, $\partial Q_{x z}^{(0)} / \partial \phi=0$. Therefore $(1 / \rho) \partial Q_{x z} / \partial \phi$ is regular at the $z$ axis. Then at the $z$ axis $(-1 / \rho) \sin \phi\left(\partial Q_{x z} / \partial \phi\right)$ and $(1 / \rho) \cos \phi \partial\left(Q_{x z} / \partial \phi\right)$ can be safely set to zero at $\phi=0$ and $\phi=\pi / 2$, respectively. From Eq. (A1) and $\sin \mu=0$, we finally obtain

$$
\begin{align*}
& \left.\frac{\partial Q_{x z}}{\partial x}\right|_{z \text {-axis }}=\left.\frac{1}{a}(\cosh \zeta \cos \mu-1) \frac{\partial Q_{x z}}{\partial \mu}\right|_{z \text {-axis, } \phi=0}, \\
& \left.\frac{\partial Q_{x z}}{\partial y}\right|_{z \text {-axis }}=\left.\frac{1}{a}(\cosh \zeta \cos \mu-1) \frac{\partial Q_{x z}}{\partial \mu}\right|_{z \text {-axis }, \phi=\pi / 2} . \tag{A2}
\end{align*}
$$
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